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Endoscopic navigation guides surgeons 
through intricate anatomies to improve patient 

outcomes during surgical intervention.  

Vision-based solutions provide advanced visualization and improved 
spatial understanding at no additional hardware cost.  

Standard approaches like optical and 
electromagnetic tracking require additional resources 
that may negatively impact clinical workflow.

Robot-Assisted Endoscopy 

Galen Robot for hand-over-hand control using virtual 
fixtures for improved precision and accuracy

Endoscopes enable minimally invasive skull-base 
surgery through the nasal cavity.
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During surgical intervention, the endoscope is frequently inserted 
and removed losing spatial calibration to the 3D structure.


